


Matrix algebra

After completing this chapter you should be able to:

e Find the eigenvalues of a matrix — pages 000-000
® Find the eigenvectors of a matrix - pages 000-000
® Reduce matrices to diagonal form - pages 000-000
® Understand and use the Cayley-Hamilton theorem - pages 000-000

Prior knowledge check

1 Find the determinants of the following matrices.

3 4 i
a ( ) b[-1 2 1 « Core Pure Book 1,
1 2
D 1 3 Chapter 6
Reducing a given matrix to TR

diagonal form can help to solve
a system of coupled differential
equations in a problem involving

aclosed ecosystem such asa 3 The matrix (1 3) represents a transformation.
predator—prey model. 2 2

¢« Core Pure Book 2, Chapter 8 Show that the line with equation 3y + 2x = 0 is invariant
-» Exercise 5C, Challenge under this transformation. < Core Pure Book 1, Section 7.2

Find the value of k such that the matrix A is singular.
¢ Core Pure Book 1, Chapter 6



Chapter 5

@ Eigenvalues and eigenvectors

You need to be able to find the eigenvectors and eigenvalues associated with a square matrix.
= An eigenvector of a matrix A is a non-zero column vector x which satisfies the equation
Ax = Ax

where A is a scalar.

= The value of the scalar 1 is the eigenvalue of the w The word eigen Iz German
matrix corresponding to the eigenvector x. and means ‘particular’ or ‘special’

The magnitude of an eigenvector may be changed by the linear transformation represented by
the matrix but the direction of the eigenvector is unchanged or invariant. The eigenvalue can be
interpreted as the magnification factor of the eigenvector under the transformation.

ZA

Under the transformation, the eigenvector
X maps to the vector ix.

=Y

/

X

= If x is an eigenvector of a matrix M representing a linear transformation, then the straight
line that passes through the origin in the direction of x is an invariant line under that

transformation.
If the corresponding eigenvalue is 1, then every point The oiiain s alwavs an nvariant
on this line is an invariant point. point under any linear transformation.
If x is an eigenvector of the matrix A then, by definition ¢ Core Pure Book 1, Chapter 7
Ax = x = AIx

Rearranging,
Ax - AIx=A-1Dx=0
As by definition x is non-zero, the matrix (A — AI) is singular and has determinant zero, that is
det(A-AI)=0

m You can show that if matrix M is such that Mx =0
and x is non-zero, then M is singular.  — Exercise 54, Q12

This means that if you can find a scalar 4 that satisfies this equation, then it will be an eigenvalue
of A.

= The equation det(A - AI) = 0 is called the characteristic equation of A. The solutions to the
characteristic equation are the eigenvalues of A.

In the case of a 2 x 2 matrix, the characteristic equation is quadratic.
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Find the eigenvalues and corresponding eigenvectors of the matrix A = (

a-a=(5 3)-do )

S e

B Y Ll (R R
T B L

=@ -4 -A-5x1)

=B - 20+ 4L +A2+5

=12+21-3 ]
detA —AD =0 = 42+ 24—~ 3 =0

Matrix algebra

i D
wn
-

="

The eigenvalues are the solutions to

det(A — Al) = 0. You begin by finding A — Al, and
then finding its determinant as a polynomial
in A

This equation is the characteristic equation

A-=-1M1+3=0
A=1cor=3
The eigenvalues of A are 1 and ~3.

Find an eigenvector of A corresponding to

the eigenvalue 1:

of A.

An eigenvector is a solution to Ax = Ax. In this
— case, you have to find a column vector x = (f)
satisfying the equation when 41 = 1.

Equating the lower elements gives —x — 4y = y,

(5 2)6)=10)
2 a)=0)

Equating the upper elements,

which leads to x = —5y. This is the same
equation as you obtain from the upper
elements and so gives you no extra information.
With 2 x 2 matrices, one equation gives
sufficient information to find an eigenvector.

2x+ oy =X
= x=-5y
let y=1thenx=~-5%x1=-5

An eigenvector corresponding to 1is (_?)

Find an eigenvector of A corresponding to

the eigenvalue —3:

=

Here you have a free choice of one variable.
You can choose any non-zero value of y and

[ then evaluate x. It is sensible to choose a

simple number that avoids fractions.

Problem-solving

There are infinitely many eigenvectors for any
given eigenvalue. Any non-zero scalar multiple

(5 2)6)=-3()

(2_\- - 5_1‘) N (—3,\')
-x —4y) ~ \=3y,

of (_15) will also be an eigenvector of A with

eigenvalue 1.

— Repeat the procedure used for A =1 with 1 =-3.
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Equating the upper elements,
2x + 5y = -3x
Sx+by=0=yp=-x

Llet x =1, then y = -1

{1
An eigenvector corresponding to =3 is [ 1).
LSt I

The lower elements would give —x — 4y = -3y,
which is equivalent to y = —x.

Any multiple of this vector is also an
eigenvector of A with eigenvalue -3.

You are sometimes asked to find a normalised eigenvector.

= Ifa= (g) is an eigenvector of a matrix A, then the
| a
. _ | lal
unit vector a = b
|a]

is a normalised eigenvector of A.

BLIEY For any non-zero vector a,

the unit vector in the direction
of a is written as a.
&« Pure Year 1, Chapter 11

In the example above, the normalised eigenvectors are

= 5
Ji=5)2 + 12 V26 \f 12
= and
1 1
V(=52 + 12 V26 /12

.l 1
+ (=15 | J2
_ o=k | |
+ (-1)2 V2

Sometimes, the characteristic equation has a single repeated solution or no real solutions. This leads
to either repeated eigenvalues or complex eigenvalues.

Find the eigenvalues and corresponding eigenvectors for these matrices:

_(3 -18 _(—3 0) _(3 —2')
3A‘(2 —9) bB=lo -2 et=l4 -1
_[3-4 =18
a A-ir=("7" g7
. [B~d B
det(A—AI)-‘ > _9_}
=(3 - A)(-92-1) - (-18)(2)
=12+ 61+ 9
A2+ 6A+9=0= A+ 3)*= Solve the characteristic equation for matrix A.
Hence 4 = =3 is a repeated eigenvalue.

Find the corresponding eigenvector(s):
B =& (X _ X!
(.2 -9 )(L) B 3(__!'.)

Equating the upper elements,
3x—-18y=-3x = x=3y

So a corresponding eigenvector is ( : )
. I

Setting y = 1 gives x =3.



U (e @
bB-a=("g "t 7))
o _|-3-4 O
det® - = |34 O
=(-3-AF3-4)
= (=3 =242
Hence 4 = =3 is a repeated eigenvalue.

Find the corresponding eigenvector(s):

=3 i ) i \) - \)
( 0 =3 (! B F3(_l'.
Equating the upper elements,
-3x=-3x

This equation does not establish a
relationship between x and y.
Hence x and Y can take any arbitrary value
and every vector i an eigenvector of B.
The simplest pair of linearly independent

Matrix algebra

m A set of vectors is linearly

independent if no vector in the set can be written
as a linear combination of the others. For a set

of two vectors, this means that one cannot be
written as a scalar multiple of the other.

Similarly, equating the lower elements leads to
=3y =-3y.

You could give any two linearly independent
vectors as your eigenvectors but it

, . alh 0
is convention to choose (0) and (1)

This matrix has two distinct complex eigenvalues.
Note that if a matrix with real elements has

. ] N (O
gigenvectors is (O) and (.1 )
_(3-4 -2
o e-m=70 7))
B 13-4 -2 ‘
det(€C - AT) = 4 t i
= (B3 -A1-2) - (-2)(4)
:)“1:—'211'!“5
A2 =21+5=0
A-12+4=0
A=T%x &

Find the corresponding eigenvectors:

Fora=1+2, (5 T5)(3) =1+ 2i(3)

Equating the upper elements,
Sx—-2y=01+2)x = (2 - 2ix=2y
Setx="02-2i=2y=y=1-1i

So the eigenvector corresponding to

4 L (I
1+ 2i l5(.1—i)'
Setx=ls02+2i=2y=y=14+41

So the eigenvector corresponding to

1=-2iis (1 1+ .)

complex eigenvalues, they will occurin a
conjugate pair. « Core Pure Book 1, Chapter 1

Problem-solving

The eigenvectors corresponding to complex
eigenvalues can be written with one real and
one complex element. In this form, the complex
elements will be conjugates of each other.
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A transformation 7: R?> — R?is represented by the matrix

a=(f 3

a Find the eigenvalues of A.

b Find Cartesian equations of the two lines passing through the origin which are invariant under 7.

_(4 -5 A Q0 _(4-14 -5

a A-ir=(7 T3 *(_o ,1-_)‘( 1 e i)

With practice, you can write down this line
without the previous working.

detlA — AT} = ‘4 -4 =5

1 -2 -4
=4 -A-2-4+5
=-8—-41+21+A2+5
=42 -21-3
=A-3A+1)

detlA = ALl =0 = A=3 or ~1

The eigenvalues of A are 3 and 1.

o (7 22)0)=30)

Equating the upper elements,

4y = 5p=Bx = x =5y Problem-solving

S0 an eigenvector is (?] Find the eigenvectors. The directions of

; the eigenvectors are not changed by the
transformation, so each eigenvector will
(513) P specify an invariant line through the origin.

The line through the origin in the direction of

. e 1
The equation of this line is y = gx.

(3 Z2)6) =)
Equating the upper elements,

4x—5S5y=-x=>x=y

So an eigenvector is (1)
) I Check your answer:

The line through the origin in the direction of (‘4 _5)(5}') " (20}‘ - 55’) | (15_1’)
H) is invariant under T. el W=2 3
1 (4 —5)(x' I (dx = S_r) _ (-x) J
The equation of this line is y = x. 1 =2 x) TAx=2x/ \=x



Matrix algebra

Exercise @

1 Find the eigenvalues and corresponding eigenvectors of the matrices

By D 6D
L @ -1 4 0 4

Find the eigenvalues and corresponding eigenvectors of the following matrices.

a M= (::12 (1)) b N= (3 2) m For part b, give two linearly

independent eigenvectors.

Find the eigenvalues and corresponding eigenvectors of the following matrices.

a A= (_43 _;) b B= @ _41) @ The eigenvalues will be
i complex.

A transformation 7: R? — R? is represented by the matrix
3 4)
-2 9

a Find the eigenvalues of A.

.

b Find Cartesian equations of the two lines passing through the origin which are invariant
under 7.

Show that the matrix M = ((1) }) has a repeated eigenvalue and find the corresponding
eigenvector. '

The matrix A = (3 _kl ) has a repeated eigenvalue.

1
Find the value of k. (4 marks)

The matrix M = (i :;) has complex eigenvalues.

Find the set of possible values of k. (4 marks)

Show that any 2 x 2 matrix of the form A = (_ab i) a, b € R, has eigenvalues « + bi. (3 marks)

The linear transformation 7: R? — R? maps the point (5, 2) to the point (=15, —6).
Write down an eigenvector of the matrix representing 7" and its corresponding eigenvalue.
(3 marks)
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10 a Show that the matrix (% _.)1) has no real eigenvalues and the corresponding linear

transformation has no invariant lines. (4 marks)

b Hence explain why the corresponding linear transformation has no invariant lines. (1 mark)

3 4
® 11 The matrix M = ( 45 i) represents a linear transformation 7.

503

a Find the eigenvalues and corresponding eigenvectors of this matrix. (3 marks)

b Show that the eigenvectors are perpendicular. (2 marks)

¢ Explain why every point on the line y = 2x is invariant. (1 mark)

d Fully describe the transformation 7. (3 marks)

12 Show that that if 1 is an eigenvalue of matrix A, then A° is an eigenvalue of A°. (3 marks)

® 13 Misa 2 x 2 matrix, and x i1s a non-zero vector.
Given that Mx = 0, show that M is singular. (3 marks)

Challenge

The linear transformation T is represented by the matrix (_1 0).

-2 1
Explain why T has infinitely many invariant lines, and fully describe all
such invariant lines.

n You can also find the eigenvalues and eigenvectors of a 3 x 3 matrix.

3 x 3 matrices have cubic characteristic equations.
Often questions will give you a hint which will help e Tactortheoremalales tha fora
you to factorise the cubic. However, if a hint is not Salireris 60, Hp = 01t and oyt (x,—p)

gjven' you may' have to search for one of the is a factor of f(x). & Pure Year 1, Chapter 7
eigenvalues using the factor theorem.




Find the eigenvalues and corresponding eigenvectors of the matrix A = (

2 1 =3 1 @ @
A-iI=(0 2 11-40 1 O
0 -4 -3 e C 1

2 1 =3 A O O 2= 1 -3
=(O = 1 —(O 4 0= 0 2 =i 1
o -4 -3 o Q0 1 0] -4 -3-1

0

‘ 2 -2 1 -3
detiA — AI) = @) 2~ 4 |
0 s F =l

-e-275" 5Ll ole slal+alg I
=2-AN2-AN-3-2+4)-0+0
=2 =-A-6-21+32+12+4)
=2 -2+ 1-2)
=2 —=Ad+ 21 -1

detfA-AL)=0= 2 -A1+21-1=0

=% A=2, 2 or

The eigenvalues of A are -2, 1 and 2.

Find an eigenvector of A corresponding to the eigenvalue —2:

2 1 =3\/x X
o 2 1 ||y ==-2 _v)
Q -4 -=3/\z Z
2x +y - 3¢
2‘1' + = —— ]
~4y — 3z -2z
Equating the middle elements,

2y+z=-2y = z=—4y

Llet y =1, then z = -4,

Equating the top elements and substituting ¥y = 1 and z = -4,
2x+y—3z=-2x
4x =-y+ 3z

=—1—12=-183 = x=—F

A
4

J

E!
4

An gigenvector corresponding to -2 is 1}
4

Matrix algebra

As with 2 x 2 matrices, the
eigenvalues are the
solutions to det(A — AI) = 0.
You begin by finding

A — Al and finding its
determinant. Witha3 x 3
matrix the characteristic
equation Is a cubic which
will have 3 roots and hence
3 eigenvalues.

An eigenvector is a solution
to Ax = Ax. In this case,

you have to find a column
%
vector x = (}) satisfying

the eguation when 4 = -2.

Here you have a free
choice of one variable. You
can choose any non-zero
value for y or x and then
evaluate the other variable.

Equating the lowest
elements gives an
equivalent equation to
the one you obtained
from the middle elements

- and so gives you no extra

information. With 3 x 3
matrices, usually two
equations will give you all
the information you need
to find an eigenvector.
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Find an eigenvector of A corresponding to the eigenvalue 1:

2 1T =3\ /x x
(O 2 1 (1) = _1-‘)
0O -4 -3/\z z

2x+ 7y — 32 x
2y +z =|¥
—4y — 3z z

Equating the middle elements,

2y+z=yp= p=—z

Let z =1, then y = =1,

Equating the top elements and substituting y = =1 and z = 1,
2x+y—-3z=x
XxX=—p+3z=1+3=4

4
An eigenvector corresponding to 1 is (—1).
1

Find an eigenvector of A corresponding to the eigenvalue 2:

(5 2 T)-2f)

2x+p — 32 2%
2y + z =|2y
—4y — 3z 2z

Equating the middle elements,

2y+z=2p=z=0

Equating the bottom elements and using z = O,

-4y —3z=2z=4y==-52=0=y=0

Equating the top elements,
2 ¥ Pp—-Bg=E2x>P=8e=Vv=0,2=0
let x =1

1
An eigenvector corresponding to 2 is (O)
)

Repeat the procedure with
A=,

Any non-zero multiple of
this eigenvector would also
be a correct eigenvector.

This calculation differs
from the calculation for
the other two eigenvalues
in that these two
equations give you that
y=z=0and there is no
choice of values,

The variable x appears in
no equation and so can
take any value. 1 is the
simplest value to take.

A 3 x 3 matrix will always have at least one real eigenvalue since a cubic equation always has at least

one real solution.

10



2 I 1
The matrix A={0 3 5§
2 1 0

a Show that -2 is the only real eigenvalue of A.

b Find a normalised eigenvector of A corresponding to the eigenvalue —2.

2 =1 1 4 @ © 2-1 -1
aA—AI:(O & B)—B A4 O =( 0] 3=
2

2 10 \o o i 1
= T N
detA -AL)=| O 3-1 5
2 1 -
o] F-3 5| _pal® B 0 3—;.‘
ce-a|?7% 3| _ca]Q 5[41]Q 3

=2-M-31+4%2-5/-10-23 -1

=-6A+212-10+342-A3+54-10-6+ 24

=-A3+542+1-26
detiA —AL)=0=-42+512+1-26=0
A2=512-1+26=0
A+ 2042 + ki + 13}:0“

Equating coefficients of x2,

S=2+k=k=-7 J
A+ 2)A12 -=74+13)=0
The discriminant of A2 = 74+ 13 =0 s

b? —4ace =49 -52=-3 <0

The quadratic factor A2 — 74 + 13 has no real roots.

S0 -2 is the only real eigenvalue of A.

63 -6

2x—y+z -2x
3_]' + 5z 3 "‘2‘1’
2x+ ) -2z

Equating the middle elements,
3y+5z==-2y=y=-z

let z =1, then y=-1.

Equating the bottom elements,

-y — 2z

2x+y=-2z=x= >

Matrix algebra

The question implies that
A=~2isaroot of the
characteristic equation
and so (4 + 2) must be

a factor of the cubic.
Equating a coefficient

has been used here to
complete the factorisation
but you can use any
appropriate method.

To show that there is only
one real root of the cubic,
show that the discriminant
of the quadratic factor is
negative.

11
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Substituting y = -1 and z =1, -3

2
. 1 The working gives [ _4 | as the eigenvector but,
| T as any multiple of this is also an eigenvector, it
T2 N is sensible to multiply this by 2, or =2, to avoid
An eigenvector of Ais 2| 1 | =| -2 I el u i y : =)
working in fractions.

X

1 2

The magnitude of this eigenvector is A normalised eigenvector is found by dividing
V-1 +(-2)7 + 22 = 3 all of the terms by the magnitude of the original
eigenvector.

A normalised eigenvector of A is

5 :*)_

[

would also be correct. If a column vector x is

iy W

a normalised eigenvector of a matrix, then —x is
also a normalised eigenvector.

2 1 1
The matrixA={(1 2 1
1 1 2

a Show that 1 is a repeated eigenvalue of A and find the other distinct eigenvalue.

b Find two linearly independent eigenvectors corresponding to the eigenvalue 1.

a detlA = AI) =

1 2
B} 1 ‘ N 1I1 1
1 2 =i i 2=
(2=l -=4a=1=-0=2A+-1
[@'— MR =)y 3] 48] <P
(2 —4 — B2 =) +-2(1-1)
A=N2A-6-22+34+ 2
= =4 =112 = 54 + 4) = =(4 = 1)2(4 = 4

(2 — A

1l

2—2‘
1

1
+1‘1

1l

Factorise the cubic. Since
you know that 1 is a root of
the cubic, look for the factor
(4 -1).

The solutions to detlA — AT} = O are 1 repeated and 4.

Se 1is a repeated eigenvalue and 4 is the other eigenvalue.

2x+y+z %
b |X+2y+2]= (1)

X+ py+ 2z

Equating the middle and
bottom elements both give
you the same equation

so the elements of the
eigenvectors only need to
satisfy this one equation.

Equatinq the top elements,

2x+y+e=x=x+y+z2=0

12



G

Matrix algebra

To find two linearly independent eigenvectors,

y=0and z=1= y=-1
p=landz=0=x=-1 The choices of y =0 and
. x —1 z=l,andy=1landz=0
So two linearly independent eigenvectors are (O) and ( 1 ) are arbitrary but guarantee
1 0 that the eigenvectors are

linearly independent.

m Not all repeated eigenvectors will

give two linearly independent eigenvectors.

Exercise @

1 Find the eigenvalues and corresponding eigenvectors of the matrices

3 00 4 -2 -4
al|l 2 4 2 b(2 3 0
=2 @ 1 42 =y =4

R«
e@ 2M=(—9 3 9

18 0 =

a Show that -2 is a repeated eigenvalue of M and find the other distinct eigenvalue. (4 marks)

b Find two linearly independent eigenvectors corresponding to the eigenvalue —=2. (3 marks)

3 -1 2
3 A=|3 =1 &
g g -8

Find the eigenvalues and corresponding eigenvectors for matrix A.

2 2 =
4 ThematrixA=(-3 2 0
1 4 -3

a Show that —1 is the only real eigenvalue of A.

b Find an eigenvector corresponding to the eigenvalue —1.

¢ Find the two complex eigenvalues and their @ Find the roots of the quadratic
corresponding eigenvectors. factor in the characteristic equation
for matrix A.

2 -1 3
5 The matrix A=10 2 4

0 2 0
a Show that 4 is an eigenvalue of A and find the other two eigenvalues of A. (4 marks)
b Find an eigenvector corresponding to the eigenvalue 4. (2 marks)

13
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1 T 3
- 6 ThematrixA=[2 4 -1
4 4 3

Given that 3 is an eigenvalue of A,
a find the other two eigenvalues of A (4 marks)
b find the eigenvector corresponding to each of the eigenvalues of A. (4 marks)

2 2 1
(E) 7 Thematrix A=[-2 4 0

4 2 5
a Show that 2 is an eigenvalue of A. (2 marks)
b Find the other two eigenvalues of A. (2 marks)
¢ Find a normalised eigenvector of’ A corresponding to the eigenvalue 2. (2 marks)

4 2 1
(e) 8 ThematrixA=|(-2 0 5

0 3 4
a Show that -2 is an eigenvalue of A and that there is only one other eigenvalue. (4 marks)
b Find an eigenvector corresponding to each of the eigenvalues. (4 marks)

1 -1 0
(E) 9 Thematrix A=(-1 0 1]

. 2 1
Given that 2 is an eigenvalue of A,
a find the other two eigenvalues of A (4 marks)
b find the eigenvector corresponding to each of the eigenvalues of A. (4 marks)
2 4 1 2
EfD 10 Given that| 2 ]isan eigenvector of the matrix Awhere A= 1 a 0
| -1 1 b
2
a find the eigenvalue of A corresponding to | 2 (2 marks)
b find the value of ¢ and the value of b ~1 (4 marks)
¢ show that A has only one real eigenvalue. (2 marks)
d Find the two complex eigenvalues and their corresponding eigenvectors. (6 marks)
) (3 0 0)
E/P)I1 A=|1 1 1
4 -1 3
a Find the eigenvalues of matrix A and hence find a set of eigenvectors. (6 marks)
Matrix A represents the linear transformation 7 R*—R?.
b Find vector equations of the invariant lines under 7. (4 marks)

(E/P) 12 Explain why every linear transformation from R* to R* must have at least one invariant line.
(2 marks)

14
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D

1 & 4
g 9 9
ThematrixM=| £ § £ |represents a reflection in plane IT.
S
g 9 9

Find the eigenvalues and eigenvectors of M and hence find the
Cartesian equation of the plane I1.

@ Reducing matrices to diagonal form

Calculations with matrices can often be simplified by reducing a matrix to a given form. In this section
you will learn how to reduce some matrices to diagonal form.

m A diagonal matrix is a square matrix in which all of the
elements which are not on the diagonal from the top left
to the bottom right of the matrix are zero. The diagonal
from the top left to the bottom right of the matrix is called
the leading diagonal.

“'leading diagonal

® The general 2 x 2 diagonal matrix is (g g)

For example, (1 0 )’ (u 0)' (0 ] O) and (1) Any non-zero elements must be on

O—Z_.O!}OOO

0 0 1
are all diagonal matrices. theleadmgdlagonal.Forexample,(o 1 0)

1 0 O

010
and {0 0 1| are notdiagonal matrices.
0 0 O

® To reduce a given matrix A to diagonal form, use the following procedure.

Find the eigenvalues and eigenvectors
g g m A matrix which can be reduced to diagonal

of A, form in this way is called a diagonalisable

» Form a matrix P which consists of the matrix. Not every matrix can be diagonalised,
eigenvectors of A. although any n x n matrix with n distinct

e Find P eigenvalues can be. In your exam you will only be

asked to diagonalise matrices of this type.

A diagonal matrix D is given by P-1AP.

15
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Example o
4 2
a=(t 3
a Find a matrix P such that D = P-'AP is diagonal.
b Write down the diagonal matrix D.

4 -1 2
- 1

3_J=@—MB—M—2x1

. Find the eigenvalues of A.
A= =74 +10

=T+ 10=0= =5 orP

(7 3)6)=40)

Ford=24x+2y=2xs0x=-y

A corr*eiponqu ei@&.'wector is (_,JI)

< . Find the eigenvectors of A.
Ford=54x+2y=5xs02y=x

A corresponding eigenvector = (?)
sop=(7 %)
b detP==1x1-2x1==3 Find P-1. Remember that for any non-singular
e _tf1 =2 om DY an 1 Td =k
Hence P = _3(_1 _1) matrIXA—(C d),A _detA(“’i' a)
D =P 'AP ¢ Core Pure Book 1, Chapter 6
_ 1 =eE 2het 2
e _3(—1 = )(1 3)( 11 )
-1 2E )
-1 =12 5 The matrix D consists of the eigenvalues of A
" __1(*6 0 ) b (2 o) along the leading diagonal in the same order as
- 3\0 -18/"\0 5 the eigenvectors are given in matrix P. All other

elements are zero as required.

= When you reduce a matrix A to a diagonal matrix D, , ;
— & the di L ik ¢l L Don't confuse the matrix
S SIS AN LI GIRCOARL RFC IR CIRSRYAIRES P which diagonalises a given matrix, A,

of A. with the diagonal matrix D. P is formed
The above process for diagonalising a matrix relies on from the eigenvectors of A, and D has
finding the inverse of P. For larger matrices this can be the eigenvalues of A on its lcading
a time-consuming process. If a matrix is symmetric disgonal.
you can diagonalise it more easily.
= A matrix, A, is symmetricif A=A". e CranaRoRe R,

The elements of a symmetric matrix are
symmetric with respect to the leading
diagonal.

It is the matrix formed by interchanging
the rows and columns of matrix A.
&« Core Pure Book 1, Section 6.5

16



Matrix algebra

1 3 I & 3
For example, (3 _2) and| b a 0 are symmetric matrices.
3 B U

If the matrix A is symmetric, you can carry out orthogonal diagonalisation.

= The procedure for orthogonal diagonalisation of a symmetric matrix A is:
« Find the normalised eigenvectors of A.
« Form a matrix P which consists of the normalised eigenvectors of A.

* Write down P, . : . . :
For any symmetric matrix, the normalised eigenvectors

« A diagonal matrix D is are mutually perpendicular. This means that the matrix formed
given by PTAP. from the normalised eigenvectors has the property that P~ = PT.
Matrices which have this property are called orthogonal matrices.

The matrix A = (

1 9 ) Reduce A to a diagonal matrix.

o 2 ke il N fE=A =
a-az={5 J1-(5 ).,]“(—1 B
R ‘ (P A2 =) 1 To diagonalise a symmetric matrix, you need to
ST " " - find normalised eigenvectors of the matrix, 50
e A2 _ 0 48 =[] — P -2 start by finding the eigenvalues.

detlA-AT)=0={(1-1MM1-3)=0
=% =1 gr3
A=k

(5 2)0)=10)
e 2 =13)

Equating the upper elements,

Prx—p=E=x=sy=x
Lot x:= 1, thenyp= 1.

An eigenvector corresponding to the

; —
sl s (1) m If you are using orthogonal

diagonalisation, you need to find the normalised

& r— =
The magnitude of (1) sV + 12 = V2, eigenvectors

A normalised eigenvector corresponding to
1 : :
— To convert an eigenvector x to a normalised

”.12 eigenvector, divide each of the elements of x by
= the magnitude of x.
J

the eigenvalue 1is

17
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,1:3!
2
—1

(

wb=a)

( 2x -y ) B '3_\')
—x+ 2yl " \3y

Equating the upper elements,
2x—y=3x=pyp=—X

Let x= 1. thenp=—1.

An eigenvector corresponding to the

eigenvalue 3 is (_11 )
3 e AN, — _
The magnitude of (_1) is V12 + (=112 = V2.

A normalised eigenvector corresponding to

o
the eigenvalue 1 is ( 21 )

| ! 3 3
( % = )
T-2 z%e
it &

The diagonal matrix is given by D = (O ’3) 1

18

R
The negative of this vector, “12 ,is also correct
VZ
and would just as appropriate for diagonalising

the matrix.

Form the orthogonal matrix P from the
normalised eigenvectors by using the
eigenvectors as the columns of the matrix.

In this case, as P is symmetric, PT=P.

The non-zero number in the first column, 1, is the
eigenvalue corresponding to the eigenvector
1

i

ro

1 used as the first column of P.
Vi
The non-zero number in the second column, 3, is

the eigenvalue corresponding to the eigenvector
1

\,1 used as the first column of P.
A
1 1
V2 V2
If you had taken P as 1 1 then D would
YR
3 0
e (0 1_]'

A similar result is true for 3 x 3 matrices.



Matrix algebra

BThe process of diagonalising matrices is the same for 3 x 3 matrices.

L. 1 2
A=|4 2 -3
4 2 3

Find a matrix P and a diagonal matrix D such that D = P-1AP.

2
=3
3—4

1—-4 1
4 2—-4
4 2

=1 -2 -3 -2 +6)
— (4B - +12)+ 2(8 - 42 - 4))

A+ 1A= 3)4 - 4)

So eigenvalues are ~1, 3 and 4.
] 1 2 % X
(4 2 (_1‘ =1 1)
4 2 z z

-3
3
A=-1
Equating the top elements,
X+y+2e=—x=2x+y+2:=0
Equating the middle elements,
4x+ 2y —3z=-yp=>4x+ 3y -3z =
Equating the bottom elements,
4x + 2y + 3z =—-z = 4x+ 2y + 4z
(2) - @3B gives y —72=0

i ; 2
SStf_’.II‘,q 7= gives y = 7 and x = -5

9

A corresponding eigenvector is (T
2
A=3:
Equating the top elements,
X+ yp+2z=3x=-2x+y+ 2z
Equating the middle elements,

Ax + 2y —3z=3y=4x -y - 3z

(2)
Equating the bottom elements,

4x + 2y + 3z = = 4x + 2y=0

e
)

(3)
Equation (3) gives y = —=2x
Setting x = 1 gives y = -2 and z = 2.

1
-2 ]
2

A corresponding eigenvector is (

Note that equation (1) is just a

multiple of equation (3), so the

system can be solved using just
equations (2) and (3).

It is conventional to give an
eigenvector in integer form, so
multiply the x, y and z values
through by 2 before stating the
eigenvector.

19
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B 124:

Equating the top elements,

X+y+2z=4x = -3Bx+y+ 2z= (1)
Equating the middle elements,

4+ 2y -Bz=4y=>4x -2y -3z=0 (2)

Equating the bottom elements, . .
You can write down matrix D

et ey o = FaEs H—z=l (3) by entering the eigenvalues
(3) = (2) gives 4y + 2z = — corresponding to the order of the
Setting y = 1 gives z = —2 and x = 1. eigenvectors in P in the leading
diagonal of D.

-1
A corresponding eigenvector is ( 1 )
-2, You can check your solution by
—a 1 - =f O @ finding the inverse of P using your
SOP:( )aﬂdD:( )

4 -2 1 Qg 2 @ calculator, and then finding the
2 2 =2 0 0 4 matrix product P-'AP.

T 5 5
The matrix A=(5 -2 4

5 4 -2
2
a Verify that (1) is an eigenvector of A and find the corresponding eigenvalue.
|

b Show that —6 is another eigenvalue of A and find the corresponding eigenvector.

|
¢ Given that the third eigenvector of A is (—1), find a matrix P and a diagonal matrix D such that

PTAP = D. -1
7 5 5\ /2 14+5+5 24 2 To show that x is an eigenvector of
a (5 -2 4)(1)=(TO—2+4):(12):12(1) A, you have to find a constant, 4,
5 4 =2/\1 10+4-2 12 1 such that Ax = Ax.

2

Hence (‘J is an eigenvector of A corresponding to the
1

eigenvalue 12,

w & B A 0O O
b A-AI=|5 -2 4]-(0 4 O

5 4 -2 0 0 24

F—1 5 5
= 5 -2-4 4
5 4 22

20
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When 4 = -6,

7-1-6 5 B
5 -2-(6 4
5 4  -2-(-¢

detlA — AL}

b

To show that —6 is an

4 4 =5 5 = |5 5 eigenvalue, it is sufficient to
=1 == genv el |
3‘4 4 3‘4 4|+b 4 4

show that substituting 4 = —6
=13(1€ - 16) = 5(20 - 20) + 5(20 — 20} = O —— into det(A — AI) gives O.

You do not have to solve the
cubic characteristic equation
completely.

So -6 is an eigenvalue of A
Find an eigenvector corresponding to —6:

.

Fx+ 5y + bz -6x
Bx =2y +4z| =|—-6Cy
bx + 4y — 2z -6z

Equating the top elements,

7Xx +5y+5bz=—-6x= 5y +5z=-13x

y+z= —|—°x (N
Equating the middle elements,

S5x -2y +4z=-6y = 4y + 4z =-5x

yHz=-—3x @)
From (1) and (2),

—=X = —,.\ = X'=0
Substituting x = O into (1)

y+z=0=ypy=-z
let y =1, then z = -1.

o
An egigenvector corresponding to the eigenvalue -6 is ( 1
-1

1 ) m The matrix

Find the eigenvalue corresponding to (—'I : product in part ¢ is given
-1 as PTAP. This tells you that

Z 5 B 1 7—=5-—3 =3 1 you need to use orthogonal
(5 -2 4)(—1) = (5 + 2 4) = ( 3) = "3(—7) — 1 diagonalisation. This is
3 % —Ep 5—4+2 3 ~1 possible because the matrix
The corresponding eigenvalue is -3, A is symmetric.
2
The magnitude of (T) isV2%+ 12+ 12 =76 You will need the eigenvalue
! corresponding to this
eigenvector for the third non-

— zero element of the diagonal
matrix D. You already know
that the other two elements
are 12 and —6.
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ﬂ 5 The matrix P is made up
Ve of columns of normalised
A normalised eigenvector corresponding to 12 is ._L_ ; eigenvalues. P is an

| orthogonal matrix and so
PT=P-1 Hence there is

no difference between the
expression P-1AP, used to
diagonalise A in this example

0 and the expression PTAP,
used in Example 8.

@]
The magnitude of ( 1) is/O2 +12 + (=112 = /2,
-1

A normalised eigenvector corresponding to —€ is

VE
(]
i

0

The magnitude of (—1) is V12 4 (1) + (=1)% = V3.

=1 You know that P is a matrix

with the normalised
/3 eigenvectors as its
A normalised eigenvector corresponding to =3 is —T-;" : columns and that D is the

, diagonal matrix with the

corresponding eigenvalues as
the elements of the leading

diagonal. Multiplying the

2 0
Ve O 7 2 0 0 matrices out is a laborious
586 P=] 7= . _'..'!3_ andb=|l0 -6 © process and you should not
do this unless the question
o —'2 —-'; 0 0 =3 NG d
N requires it.

There are many applications in which diagonal matrices are easier to work with. For example, you
can use matrix diagonalisation to solve problems involving coupled differential equations or coupled
recurrence relations.

The two sequences x, and y, satisfy the recurrence relations
Xps1 = 4)(” + Y X1 = 1
Yne1= 2,\}, # 3ym Fi= 2 n=1

These recurrence relations can be written in matrix form as

G =G () = ) =
where A = (; ;)

a Find the eigenvalues and corresponding eigenvectors of A.

b Hence write down matrices P and D such that P-'!AP = D where D is a diagonal matrix.

22
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New sequences u, and v, can be formed from x, and y, using the transformation

() =)

Uy iy
¢ Show that (‘, ) == D( )
n+l

VH

d Hence find closed form expressions for the original sequences x, and y,.

4 -4 1 - !

St | =e-ne-n-2x
=A% =71 +10
=A-54-2)

So eigenvalues are 5 and 2.

(2 3)5)=40)
A =5z
Equating the top elements,
Ax+y=5x=y=x
A correspanding eigenvector is (;)
=2
Equating the top elements,

4x +y=2x = y=-2x

A corresponding eigenvector is (_2-).
ore(l L= 9
e (v)=r(u) 1
=ra(y) ]
=P,
= DP—'(::] = D(T:) as required.
4 (522 =15 2l -
S0 My = Sl Fid Vi = 2,
Hence Uy =ty X 5" and vy = vy x 27 ———

Pl =0 Z2)0

1 }(”n).__
_2 ']IH.
- -1 n—1
W= X5 "L R2

e =
Uy— 2V, =1y x 5" =2y, x 2" -—L

P(yn) = () -

(4] =

X, =

_VH s

Closed form means that you need to find

x,and y, in terms of n only. « Chapter 4

Use the transformation with n replaced by n + 1.

Replace (’;'”1) with A(;:)

n+1/

Use the fact that PP-1 = L
Replace P'AP with D.

Use the result from part ¢ and your answer for D
to set up recurrence relations for u and v.

Use standard results for recurrence relations to
write down closed forms for u, and v,. « Section 4.2

Use the transformation to set up a relationship

K
between (1? ) and

o M

u“’ -
( ) in terms of P.

Vi

Form two equations for x,, and y, in terms of u,,
v, and a.

23
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When n = 1, m You know the initial values of x, and

S ¥, but you need to find the initial values of u,,

and v,
2=u, -2
Sou =2%and v, = —
g anen =g Substitute n = 1 and solve the resulting
Hence: simultaneous equations to find u, and v,.
X, = -_.’-ill:’tiar—l.] = %,\-2n—i-}
2 = %{5“-1] 2 Write the expressions for x, and y, in closed form.

Diagonalisation can also be used to compute large powers of matrices efficiently.
y oo i O o fa¥ 0 )
= For a diagonal matrixD = (0 d)' D: = ( o d&'
This result holds for diagonal matrices of higher dimension as well.
Consider the matrix product P-!AP = D where D is a diagonal matrix.
Then A = PDP-! and A% = (PDP-1)%,
A“= (PDP-')(PDP-!) ... (PDP-})
=PD(P-'P)D(P-'P) ... (P-'P)DP!
= PDP-!

Hence to calculate A%, you only need to find matrices P, D and P-! and apply the result from above.

e

a Find a matrix P and a diagonal matrix D such that P-'AP = D.
b Hence find A°.

a Find the eigenvalues and the eigenvectors of
A
3—-4 1 _ w T "
5 5 _ == =1 b

For A = 1, a corresponding eigenvector is ( > )
Find the eigenvalues and the eigenvectors of A

For A =4, Orres ding eige Str'.'(). .
or a corresponding eigenvector is “®) e it

=1 1 (4 8
P:(z 1)‘““2(0 4)
A¢ = PDP~

¢ Use your calculator to find the inverse of
- = [ i
P = ( 5 1J matrix P.
oe=( L0 ) Find DS, 45 = 4096
0 4096

24
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Matrix algebra

Compute the matrix product. If you were working
with a larger power you could leave your elements
in index form.

/ (4 1
'135(,2 1)(5’)192 4096)

_ (8193 4095\ (2731
la120 4095_) "(2?30

1365)
1366/

i

Exercise @

1

For each of these matrices, find a matrix P and a diagonal matrix D such that P-'AP = D,

(5 4 3 ( -3 —2)
“A—(.s 6) WASls 4,
Reduce the following matrices to diagonal matrices.
1 3) ( 1 -2
. (.3 1, b, 4)
4 =2
o-(5 7
Find a matrix P and a diagonal matrix D such that D = P-'AP. (7 marks)
The matrix A = ( : \j)
B \-"7 4/
a Find the eigenvalues of A. (3 marks)
b Find normalised eigenvectors of A corresponding to each of the two eigenvalues
of A. (4 marks)
¢ Write down a matrix P and a diagonal matrix D such that PTAP = D. (2 marks)
7 4
A=(y 1)
a Show that (%) and (_2]) are eigenvectors of A. (4 marks)

Adam says that because A is symmetric, the matrix P = (2 ) is such that PTAP is a diagonal

] 1 2
matrix.

b Explain Adam’s mistake, and find a matrix Q such that QTAQ is diagonal. (3 marks)

The two sequences x, and y, satisfy the recurrence relations
.\:” +1 = 2A\:” + 4};”.. X| = 3
.))n+ 5= 3.1‘” + .]"‘m .V] = 1 n= 1

These recurrence relations can be written in matrix form as

() =aG)-Gu)=(2) =1
where A = (3 ?)

25
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26

a Find the eigenvalues and corresponding eigenvectors of A. (5 marks)
b Hence write down matrices P and D such that P-'AP = D where D is a diagonal matrix.

(2 marks)
New sequences u, and v, can be formed from x,, and y, using the transformation
u”. ‘YHI
(. V}? ) = P_] (_-FJI_)
Uyl i,
¢ Show that (‘, i) = D(,'_, ) (2 marks)
d Hence find closed form expressions for the original sequences x,, and y,,. (5 marks)
3 —1)
A= (2 0
a Find a matrix P and a diagonal matrix D such that P-'MP = D. (7 marks)

b Hence, or otherwise, find M'%, giving each element in terms of suitable powers of 2. (5 marks)

For each of these matrices, find a matrix P and a diagonal matrix D such that P-'AP = D.

1 4 -1 P 2 i m You can use your
a A=(-1 6 -l bA=({6 -1 0 lculator to find P-1
+ 84 5 B calculator to find P-.

The matrix M is given by

1 2 3
M=(0 1 2
0 3 0
a Explain why matrix M is not orthogonally diagonalisable. (1 mark)
b Show that 3 is an eigenvalue of M and find the other two eigenvalues. (4 marks)
¢ For each of the eigenvalues, find a corresponding eigenvector. (4 marks)
d Find a matrix P such that P-'MP is a diagonal matrix. (2 marks)

N T

V6 V3 &)

. 1 1 1

The matrix P = C 73 Vo
2 1

= = 0
) V3

a Show that P is an orthogonal matrix.

o

b taa

— ot pofue

The matrix A = | _

=

3
1

=

b Show that PT AP is a diagonal matrix.



(e 12

(e 13

(r_ 14

CE 15

2 0 2
The matrix A = (O 2 0). Reduce A to a diagonal matrix.
2 0 2

5 3 3
Thematrix A={({3 1 1

31 1
The eigenvalues of A are (), —1 and 8.

a Find a normalised eigenvector corresponding to the eigenvalue 0.

-1
Given that ( 1 ) is an eigenvector of A corresponding to the eigenvalue —1 and that (
1

eigenvector of A corresponding to the eigenvalue 8,
b find a matrix P and a diagonal matrix D such that P! AP = D.

7 0 -2
The matrix A= 0 5 =21

-2 -2 6
a Given that 9 is an eigenvalue of A, find the other two eigenvalues of A.
b Find eigenvectors of A corresponding to each of the three eigenvalues of A.
¢ Show that the eigenvectors found in part b are mutually perpendicular.
d Find a matrix P and a diagonal matrix D such that PTAP = D.

1 2 0
The matrix A={2 1 V5

0 V5 1
a Show that 4 is an eigenvalue of A and find the other two eigenvalues of A.

b Find a normalised eigenvector of A corresponding to the eigenvalue 4.

5 /5
Given that ( 3 ) and ( {;) are eigenvectors of A,
2

-5

¢ find a matrix P and a diagonal matrix D such that P-' AP = D.

The eigenvalues of the matrix

2 2 -3
A=(2 2 3
=3 F 3

are Ay, 4y, 45, where 4, > 4, > 4,.
a Show that 4, = 6 and find the other two eigenvalues 4, and 4,.
b Verify that |Al = A, 4, 4s.

¢ Find an eigenvector corresponding to the eigenvalue 4, = 6.

Matrix algebra

(2 marks)

2
1) 1S an
|

(3 marks)

(4 marks)
(4 marks)
(2 marks)
(2 marks)

(4 marks)
(3 marks)

(3 marks)

(4 marks)
(2 marks)
(2 marks)
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1 1
Given that (l) and (— l) are eigenvectors corresponding to 4, and A,

0 1

d write down a matrix P such that PT AP is a diagonal matrix.

Challenge

A closed ecosystem has a population of kingfishers and a population of fish.
The number of kingfishers, x, and the number of fish, y, at time
¢ years are modelled using the differential equations

x'=-03x- 0.2y a
y'=~01x+ 04y

At time ¢ = 0, the number of kingfishers is 5 and the number of fish is 20.
This information can be written in matrix form as

(;) . A(j) (TZ) - (250)
o1 ou)

a Find the eigenvalues and corresponding eigenvectors of A.

where A = (

b Hence write down matrices P and D such that PDP-! = A, where D is a
diagonal matrix.

New variables « and v can be formed from x and y using the transformation
u e
(V) == l(y)
¢ Show that (“') = D(").
v v

d Show that u = ¢,e%* and that v = ¢,e%% where ¢, and ¢; are unknown
constants.

d Hence solve the system (1) of differential equations.

@ The Cayley-Hamilton theorem

Consider the matrix M = (1 3).

4 2
The characteristic equation for this matrix is
’1_'1 3":0:*»(1—/1)(2-1)—12=0:>—10—3,1+,{2:0
4 2—A
1 3\/1 3 13 9
d w=(1 ) 3. ( )
an (z. 2_(4 2/ \12 16
Now consider the matrix expression
—10I — 3M + M?

where I is the identity matrix and M is the matrix above.

aoff -2 I+ 3= 9

28

(3 marks)



Matrix algebra

Hence —101 — 3M + M2 = 0, the zero matrix.
This result illustrates the Cayley-Hamilton theorem.

® The Cayley-Hamilton theorem states that every square matrix M satisfies its own
characteristic equation.

Example

Demonstrate that the matrix A = (g g) satisfies its own characteristic equation.

‘5 ; 4 3 o )‘ =5-NB-ND-6=9-61+42 Find the characteristic equation of A.
s (& 2yE 2y _dl "8 Find AZ.
A “(3 %](3 3)"*(_24 15]

e B 5y 2 A S
BRI "9(0 1)_5(3 3)*(24- 15)
Substitute I, A and A? into the characteristic

equation and show that it equals 0.

= (8 g) as reglired.,

Example @

Given that

a=(3 3)

a find the characteristic equation of A.
b Hence show that A3 = 13A — I81.

""* B =d=8

2
=1
3t | =
So characteristic equation is 42 + 24 - 9 = 0.

b By the Cayley—Hamilton theorem,
Use the Cayley-Hamilton theorem to

NS ITEEN M produce an equation in Aand L
A3 =9A - 2A® (2)
Substitute (1) into (2): ‘— Multiply both sides of (1) by A.

A® =9A - 2(9I - 2A)

Hence A® = 13A - 181 as required. L Substitute for A%
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Given that

1 2 1

M=[-1 0 2

2 10
a find the characteristic equation of M.
1—4 2 1

-1 -1 2
2 T —4

=1 -A42-2) -2 -4)+ (-1 + 21)

==+ A2+ 21+ 5
So the characteristic equation is A2 —= 42 - 24 - 5= 0.

b By the Cayley—Hamilton theorem,

b Hence, by using the Cayley-Hamilton theorem, find M.

M3 - M2 - 2M = 51
= M?-M - 2L = 5M"

Use the Cayley-Hamilton theorem.

M

i S S L 1 3 B
-1 Q0 2)|-1 0 2 =(3 O -1
2 1 o/x2 1 0 1 4
1 3 B 1 2 2 0 0
MZ-M-2I=(3 O -1|-|-1 O -0 2 O
1 4 4 1 Q@ o 2
=2 1 4
(4 2
=1 3 2

sl 4
Hence M~ = ( 4 =2 —3)

-1 3 2

M2 =

Exercise @

[ Multiply by M-1. Remember that

MM-l=1land IM-1=M1

Find M?, substitute into equation
(1) and solve for M-L.

1 Demonstrate that the following matrices satisfy their own characteristic equations:

" (3 4)
-1 2
@ 2 Given that

A= (—61 g)

a find the characteristic equation of A.
b Hence show that A’ = 61A — 1801

=3 1
"(3 o) ¢

30
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@ 3 Given that

(4 —2)
M=()
a find the characteristic equation of M. (2 marks)
b Hence, use the Cayley-Hamilton theorem to find M. (3 marks)

6 3
@4 4=(; 3
Find the values of p and ¢ such that A = pA? + ¢l. (3 marks)

B 5 Demonstrate that the following matrices satisfy their own characteristic equations.
1 0 1 7 2 -1

al|2 2 2 b0 -1 3
0 -1 3 1 0 2

(E 6 Given that

1 4 1
M=|2 0 -1
2 0

a show that the characteristic equation of M can be written as 4° = 4% + 94 — 6. (3 marks)
b Hence show that M* = 10M?2 + 3M - 61. (3 marks)

(E 7 Given that

-1 1 1
A=-2 0 4
4 -1 3

a find the characteristic equation of A. (3 marks)
b Show that A2 —2A — 1=20A-1. (3 marks)
¢ Hence find A, (3 marks)

w3 B =
E@SM: 1 2 3

I 0 0
Find the values of @, b and ¢ such that M = aM? + bM? + cl. (4 marks)
Challenge | Problem-solving
Show that any 2 x 2 matrix of the form A= (3 2) satisfies its own You can change the scalar

0 into the zero matrix 0 by
multiplying by the identity
matrix: 01 = 0.

characteristic equation and hence prove the Cayley-Hamilton theorem
for 2 x 2 matrices.
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Mixed exercise o

® 1 The matrix M = (El; _?1) has eigenvalues 4, = 5 and 4, = —15.
a For each eigenvalue, find a corresponding eigenvector. (4 marks)
b Find a matrix P such that PTAP = (g _12). (3 marks)
® 2 A transformation 7: R? — R? is represented by the matrix
(-5 8 )
A=(3 5
a Find the eigenvalues of A. (3 marks)

b Find Cartesian equations of the two lines passing through the origin which are invariant

under 7. (3 marks)
. . 4 k' .
@ 3 The matrix A = ’ _ 2) has a repeated eigenvalue.
a Find the value of k. (4 marks)
b Hence find any eigenvectors for the matrix A. (3 marks)

The matrix represents a transformation 7: R2 — R2,

¢ Find the Cartesian equation of any lines passing through the origin that are invariant under

the transformation 7. (2 marks)
_ a a _
4 The matrix M = (_2 1) has complex eigenvalues.
a Find the set of possible values of a. (6 marks)
b Given that ¢ = -1, find the eigenvectors of M. (4 marks)
The matrix represents a transformation 7: R? — R,
¢ Explain why there are no invariant lines under the transformation 7. (1 mark)
@ 5 The matrix A is given by
4 -3
A= )
a Show that 2 is an eigenvalue of A and find a corresponding eigenvector. (4 marks)
Given that the other eigenvalue of A is 1,
b find a matrix P and a diagonal matrix D such that D = P-'AP. (4 marks)

32

The two sequences x,, and y, satisfy the recurrence relations
Xpe1= 2‘\‘11 VX = 2
Yns1 =42y = 3Ym y1=3 n=1

These recurrence relations can be written in matrix form as
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where A = (2 _1).

4 -3
a Find the eigenvalues and corresponding eigenvectors of A. (5 marks)
b Hence write down matrices P and D such that P-'AP = D where D is a diagonal matrix.
(2 marks)
New sequences u, and v, can be formed from x, and y, using the transformation
u, _ Xy
(.vﬂ_) > P I(_—VJ‘"I‘)
Uy iy,
Vast) — \Vaf *
¢ Show that( an ) D( ”.) (2 marks)
d Hence find closed form expressions for the original sequences x, and y,. (5 marks)
-1 2
= ( 0 1)
a Find a matrix P and a diagonal matrix D such that PTAP = D. (5 marks)
b Hence, or otherwise, find A3, (3 marks)
Given that
4 5
a=(5 )
a Find the characteristic equation of A. (2 marks)
b Hence show that A¥ = 23A — 78I. (3 marks)
7 1
A=) )
Find the values of p and ¢ such that A = pA? + ¢l. (3 marks)
Given that | is an eigenvalue of the matrix
310
2 40
1 0 1
a find a corresponding eigenvector (2 marks)
b find the other eigenvalues of the matrix. (3 marks)
0 1 1
A=l 2 1 -1
-6 -5 -3
a Find the eigenvalues of matrix A and hence find a set of eigenvectors. (7 marks)

Matrix A represents a transformation 7 R? — R,

b Explain why every linear transformation from R* to R? must have at least one invariant line.
(1 mark)

¢ Find the vector equations of the invariant lines under 7. (3 marks)
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2 0 2
E12A=220
01 3

13

16

34

a Show that 4 is an eigenvalue of A and find the other two eigenvalues. (4 marks)
b Find the corresponding eigenvectors of A. (4 marks)
Matrix A represents a transformation 7: R* — R,

¢ Write down the vector equations of any invariant lines under 7. (2 marks)

The matrix M is given by

4 1 -1
M=|1 0 3
1 2 1

a Show that -2 is an eigenvalue of M and find the other two eigenvalues. (4 marks)
b For each of the eigenvalues, find a corresponding eigenvector. (4 marks)
¢ Find a matrix P such that P-!MP is a diagonal matrix and write down the diagonal
matrix D. (3 marks)
3 4 -4
A=l 4 5 0
-4 0 1
a Show that 3 is an eigenvalue of A and find the other two eigenvalues. (4 marks)
b Find an eigenvector corresponding to the eigenvalue 3. (2 marks)

2 2
Given that the vectors ( 2) and (—1) are eigenvectors corresponding to the other two
eigenvalues, =) 2

¢ find a matrix P such that PT AP is a diagonal matrix. (3 marks)

(2 =D 0)
A=(-2 1 2
0 2 5

2 2
a Show that ( 3 ) and (—1) are eigenvectors of A, giving their corresponding eigenvalues.

-1 1 (4 marks)
b Given that 6 is the third eigenvalue of A, find a corresponding eigenvector. (2 marks)
¢ Hence write down a matrix such that P~!' AP is a diagonal matrix. (3 marks)

a Show that for all values of the constant v, an eigenvalue of the matrix A is I, where
a 0 2
A= 4 3 0 (3 marks)
-2 -1 1
2

An eigenvector of the matrix A is (—2) and the corresponding eigenvalue is 3 (3 £ 1).
1



B b Find the value of & and the value of /3.

2
(:-: 17 M:(O

0

)
B=|1
1

A=

Challenge

The trace (tr) of a matrix is defined as the sum of the elements along

2
2

1

19 Given that

[

a Find the characteristic equation of A.
b Show that A* + 2A + 111 = —-6A-".
¢ Hence find A~

¢ For your value of «, find the third eigenvalue of A.

2
0
3

a Show that the matrix M has only two distinct eigenvalues.

b Find a set of eigenvectors for the matrix.

CE 18 a Determine the eigenvalues of the matrix

|

3 -3 6
0 2 -8

0 0 -2

3
b Show that (I) is an eigenvector of A.
0
-6 2
2 3
-3 2

3

0

I 3
0 2
3 -3

the leading diagonal.

"

LetA:(

ET B=(; i)

a Show that tr(AB) = tr(BA).

b Hence prove that, if there exists a non-singular matrix P such that
p

P-IMP = (

0

0
q)’ then the trace of matrix M is equal to p + ¢.

Matrix algebra

(4 marks)
(2 marks)

(4 marks)
(4 marks)

(4 marks)

(2 marks)

¢ Show that (l) is an eigenvector of B and write down the corresponding eigenvalue. (3 marks)

d Hence, or otherwise, write down an eigenvector of the matrix AB, and state the
corresponding eigenvalue.

(2 marks)

(3 marks)
(3 marks)
(3 marks)
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Chapter 5

Summary of key points

1

10

11

36

An eigenvector of a matrix A is a non-zero column vector x which satisfies the equation
Ax = Ax, where 1 is a scalar.

The value of the scalar 4 is the eigenvalue of the matrix corresponding to the eigenvector x.

If x is an eigenvector of a matrix M representing a linear transformation, then the straight
line that passes through the origin in the direction of x is an invariant line under that
transformation.

The equation det(A — A1) = 0 is called the characteristic equation of A. The solutions to the
characteristic equation are the eigenvalues of A.

i
ey : : : 3 lal | . -
Ifa= (b) is an eigenvector of a matrix A, then the unit vector & = b is a normalised
eigenvector of A. H

A diagonal matrix is a square matrix in which all of the elements
which are not on the diagonal from the top left to the bottom
right of the matrix are zero. The diagonal from the top left to the
bottom right of the matrix is called the leading diagonal.

The general 2 x 2 diagonal matrix is (g g)

To reduce a given matrix A to diagonal form, use the following procedure:
+ Find the eigenvalues and eigenvectors of A.

+ Form a matrix P which consists of the eigenvectors of A.

+ Find P-1.

+ A diagonal matrix D is given by P~AP.

When you reduce a matrix A to a diagonal matrix D, the elements on the diagonal are the
eigenvalues of A.

A matrix, A, is symmetric if A= A'. The elements of a symmetric matrix are symmetric with
respect to the leading diagonal.

The procedure for orthogonal diagonalisation of a symmetric matrix A is:
+ Find the normalised eigenvectors of A.

« Form a matrix P which consists of the normalised eigenvectors of A.

« Write down P".

+ A diagonal matrix D is given by PTAP.

For a diagonal matrix D = (g 0), D= (

ak 0)
d '

0 d*
The Cayley-Hamilton theorem states that every square matrix M satisfies its own
characteristic equation.



